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ABSTRACT

Analysis of field emission requires the inclusion of the internal potentials that shape the electronic wavefunctions and tunneling probabili-
ties; details of the work function that are dependent on material quality and defects; and the role of the density of states (DOS) that influ-
ences the electronic supply. Here, these factors are collectively included on the basis of density functional theory to obtain predictions of
field-dependent electron tunneling current densities. Results are obtained in copper for three different orientations. The DOS is predicted to
be broadened by an externally applied electric field. The (100) copper is shown to yield the largest current density, and the (111) orientation
is the lowest. The presence of an oxide surface monolayer is shown to increase the work function, leading to the emission of current reduc-
tions. The technique is general and can be applied to other materials (e.g., carbon fibers) that have shown promise as cathode emitters.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0031568

I. INTRODUCTION

Field emission is the well-known process wherein a strong elec-
tric field applied to a metal surface extracts electrons via quantum-
mechanical tunneling.1–9 Useful applications include sources for flat
and thin displays, x-ray tubes, in vacuum electronics, charged parti-
cle generation for microwave devices, in microscopy and lithography,
and some medical therapies.10–16 A benefit of field emission displays
would be the lower power consumption over conventional cathode
tubes that are based on thermal emission. The ability of field emitters
to provide large current densities with high pulse repetition rates is
another attractive attribute. A research topic of current interest in
this regard centers around large area emitter arrays17–20 that offer
high brightness, high current density beams with a small spread in
energy at low operational temperatures, and high power.

Oppenheimer was the first to invoke electron tunneling
(although not directly by name) through a potential barrier to
explain electric field induced emission from atoms.21 Soon after,
several studies on the topic emerged led by the landmark work by

Fowler and Nordheim,1,2 the tunneling related α-particle decay,22,23

and later the notion of field induced electron transport between
energy bands in solid dielectrics.24 With an evolving understanding
of this phenomenon and technological progress, the electronics
industry pushed its efforts toward the nanoscale with groundbreak-
ing work in conducting polymers,25,26 molecular wires,27 and molec-
ular electronic devices.28,29 The concept, however, is general and has
been to be applied in various fields such as biochemistry.30

Techniques for evaluating electron emission are well known,
with the Fowler–Nordheim (FN) theory1,2 for field emission and
the Richardson–Laue–Dushman (RLD) approach31 for the treat-
ment of thermionic emission being two common routes. The
asymptotic forms of the FN and RLD equations were developed by
Murphy and Good32 and Herring and Nichols,33 respectively. The
commonly used form of the FN equation34 relies on elliptical inte-
gral functions v(y) and t(y). Accurate approximations to these
functions have emerged,35,36 leading to better representations.
More recently, a generalized thermal-field emission equation was
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derived37–39 with a transition from a thermal-like emission regime
to a field-dominated realm.

In most treatments though, emission currents are evaluated on
the basis of the free-electron approximation and use is often made
of the Wentzel–Kramers–Brillouin (WKB) method.40 Approaches
to improving the FN theory have included modifications of the
theory that incorporate the image potential,32 though still relying
on the WKB approximation. To move beyond the free-electron
approximation, a triangular representation of the barrier with an
adjustable parameter that enabled the solution of Schrodinger’s
equation in terms of Airy functions, was proposed.41 This yielded
improvements to the image-potential corrected FN theory and led
to a shift of the image plane. In another approach reported by Lang
et al.,42 field emission currents were calculated self-consistently
within the density functional theory.43 Their model, however, was
based on the consideration of two electrodes placed at very short
(∼1.6 nm) distances that could lead to errors. Gohda et al. 44 devel-
oped a fully self-consistent method on the basis of density func-
tional theory (DFT). Using this method, they were able to
investigate field emission currents from a biased metallic surface
with the interior represented by a jellium model.

In this contribution, we probe the electron field emission
current densities as a function of external fields from flat copper
surfaces. Details of the local density of states at the surface are nat-
urally folded in through the proposed DFT-based approach.
Possible field enhancements45–49 have been ignored but can easily
be included into the present simulations for a single emitter50 or
multiple emitters.51 Electron emission depends on three factors: (i)
the tunneling probability that is influenced by details of the elec-
tronic wavefunction in the presence of the local potentials, (ii) the
work function barrier (ΦB) at the boundary that is dependent on
material details such as the crystal orientation, the presence of pos-
sible defects, etc., and (iii) the density of states (DOS) at the metal
surface that influences the supply of electrons. These various
factors can collectively be evaluated based on Density Functional
Theory (DFT). Such analysis also yields internal potential profiles,
from which the electron wavefunctions (and hence the electron
density) can be obtained through a solution of the one-
dimensional Schrödinger equation if atomic details parallel to the
surface are ignored. In our calculations, results for the work func-
tion and the internal potentials for three crystal orientations of
(100), (110), and (111) copper are first obtained. The electron dis-
tributions as well as the tunneling probabilities, density of states,
and emission currents for the three orientations in pure copper,
are subsequently computed. For completeness, the field-dependent
current densities for copper having an oxide surface monolayer
(ML) are also included, and they provide a useful comparison
against defect-free, crystalline copper.

However, it must be pointed out that this contribution presents
an initial step toward better analyses, and some issues still remain.
For instance, real emitters have a variety of shapes, and so a full
three-dimensional (3D) analysis is really needed to fully and accu-
rately model current emission. For example, different emitter geome-
tries can arise depending on the fabrication and material used. These
include Spindt-type microtips,52,53 pyramidical diamond emitters,54

ZnO nanoemitters,55 or carbon nanotubes and fibers.56,57 The
rounded whisker shape is the closest to the “ideal” field emitter

shape; however, this shape is the poorest with regard to thermal
stability. In contrast, a triangular shape is poor as a field emitter but
provides higher thermal and mechanical stabilities.58

Attempts to expand beyond a one-dimensional analysis
have included emitter models based on ellipsoidal or hyperbolic
geometries,9,59,60 or the use of numerical techniques,61,62 or
shape factors63 to determine the electric fields. There are also
other issues that can arise. For example, continuous operation of
such emitting devices could lead to dynamic changes in the
surface smoothness, or evolving dependencies of the emission
characteristics due to adsorbed molecules may arise. We have
attempted to obliquely address the aspect of adsorbed molecules to
a limited degree in this contribution. Another important step
would be to incorporate the 3D analysis into DFT calculations.
However, this does present some challenges, since the method
usually relies on the use of periodic boundary conditions.64 It is
also computationally demanding since a repeated calculation of
single electron wavefunctions is required to estimate the kinetic
energy of non-interacting electrons. The inclusion of defects can
give rise to unrealistic periodic geometries, unless adequate care is
taken. So, while we are aware of the shortcomings and are attempt-
ing to create more realistic emitter models for future study, the
present contribution has a one-dimensional limitation.

II. MODEL DETAILS

In the present calculation, an approach similar to that pro-
posed by Gohda et al.44 was used. A single metallic field emitter
was modeled as a semi-infinite jellium, in which positive ions
were replaced by a uniform background charge. Thus, the jellium
extended for z≤ zmin, with the external field assumed to be normal
to the emitting surface at z = zmax > 0 and along the negative z direc-
tion. Ignoring the atomic structure in the direction parallel to the
surface, the single-particle wavefunction ψ(r) can be expressed as
Jψ(r) ¼ ψ(z)exp(ikkrk). This function ψ(z) can be obtained from a

solution of the Schrödinger equation: �[�h2/(2m*)]d2ψ(z)/dz2 þ
V(z)ψ(z) ¼ [E � �h2jkkj2/(2m*)]ψ(z). Here, V(z) is the internal
potential, E the electron energy, and jkkj the wavevector parallel to
the surface, with ℏ and m* the usually reduced Planck’s constant
and effective electron mass, respectively.

The one-dimensional Schrödinger equation was solved
numerically using the Numerov scheme.65–67 In this method, a spe-
cialized discretization formula for numerically integrating differen-
tial equations of the form: d2ψ(z)/dz2 ¼ f (z)ψ(z), is used. For the
time-independent Schrödinger equation, f (z ) ¼ �[(2m*)/�h2]{E �
�h2jkkj2/(2m*)� V(z)}, and for uniform grid points zi with spacing
dz, the recursive sixth order [O(dz)6] relation then becomes

ψ iþ1 ¼ [ψ i�1{12–(dz)
2fi�1}–2ψ i{5(dz)

2fi þ 12}]/[(dz)2fiþ1 � 12]:

(1)

The potential energies, work functions, and charge densities
were calculated from first principles. The Vienna Ab initio
Simulation Package (VASP), a density-functional pseudopotential
software tool68–70 that relies on the projector augmented-wave
method,71,72 was used. The calculations were performed within the
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generalized gradient approximation (GGA) to the exchange-
correlation potential as parameterized by Perdew–Burke–Ernzerhof.73

VASP was used to simulate a perpendicular electric field outside of
the slab where, in the vacuum region, a dipole sheet is created.74,75

The plane wave kinetic energy cutoff was set to 600 eV with the
k-point integration being done by a modified tetrahedron method.76

The Brillouin-zone sampling included a 16 � 16 � 2 Monkhorst–
Pack grid and an additional 0.5 mesh shift.

The structures studied in this work consisted of 10-layer slabs
of Cu atoms at three different high symmetry directions of [100],
[110], and [111]. For later simulations, an oxygen monolayer (ML)
was added to each Cu surface with the different orientations con-
sidered, for probing the impact of surface modification. A lattice
constant of 3:63 A

�
was used for all structures and was calculated

from the fcc Cu bulk structure. The lattice constant was deter-
mined by fitting the Murnaghan equation of state with Cu bulk
total energy and volume data.77 The first two layers of Cu surface
and O atoms are fully relaxed, and the total Hellmann–Feynman
force for all of the structures was less than 0:01 eV/A

�
. Dipole cor-

rections were used to eliminate any errors caused by the periodic
boundary conditions.78,79

Using VASP, the three-dimensional potentials (including the
electrostatic, Hartree, and exchange-correlation potentials) were
obtained. Using the three-dimensional potential, one can obtain
the average planar potential �V(z) using the following relation:

�V(z) ¼ 1
S

ð
V(r)dxdy, (2)

where S is the area of the unit cell. However, this planar average
would still show oscillations in the bulk that can be removed by
applying a macroscopic averaging technique, thus replacing the
oscillations with a constant value. Here, macroscopic averaging was
performed using the following operation:

V(z) ¼ 1
L

ðL/2
�L/2

�V(z)dz, (3)

where L is the length of oscillations in the z direction (normal to
the surface).80 The work function, ΦB, was calculated using

ΦB ¼ Ev � EF , (4)

where Ev and EF are the electrostatic potential in the vacuum and
the Fermi level, respectively.

III. RESULTS AND DISCUSSION

The average planar potential �V(z) obtained from DFT calcu-
lations for a pure copper slab is shown in Fig. 1. Apart from this
copper–vacuum system, the potential profile for a copper–
oxygen–vacuum arrangement is also included in the figure. It
should be mentioned that the use of such DFT calculations natu-
rally folds in details of the local density of states (LDOS) at the
surface. As can be seen from Fig. 1, the potential far removed
from the surface is a periodic function, with Bloch-like oscillations
as expected in a perfect lattice. However, as one gets nearer to the

surface, the periodic structure is seen to be perturbed. The result
for �V(z) can thus roughly be broken up into three regions: (i) a
zone A that exhibits the periodicity over a region deep into the
copper. In Fig. 1, this roughly extends from z < ∼ 13.5 Å = zmin.
(ii) A constant potential over zone C near the interface and away
from the copper surface, beyond about 18 Å (=zmax), and (iii) an
intermediate transition region B roughly between 13.5 Å and 18 Å.
In the figure, the work function for the Cu–O system can be seen
to be larger than pure copper.

The averaged potentials V(z) for pure copper with and
without an external DC electric field for the three [100], [110], and
[111] directions are shown in Figs. 2(a), 2(b), and 2(c), respectively.
The corresponding boundaries (zmax) in the three figures were
located at slightly different positions of 15.5 Å, ∼11 Å, and 15.5 Å.
The dashed lines (Vo) in all three cases show the averaged potential
in the absence of an external electric field. With the application of
an external field (solid lines, VE) of 5 GV/m, the potential is seen
to drop in the vacuum region on the right.

Based on the internal potentials V(z), the Schrödinger Wave
Equation (SWE) was solved to obtain the electronic wavefunctions
for the various cases. The solution involved a numerical discreti-
zation of the SWE, with the entire region being divided into three
zones A, B, and C. Of these, zone A was at the leftmost end with
a zero averaged potential. Zone B was the middle region extending
beyond zone A up to the metal–vacuum interface. Finally, zone C
constituted the vacuum region. Without any externally applied
field, the wavefunctions in Zone C were plane wave states, while
appropriate Airy function solutions were assumed in the presence
of an external electric field. The Numerov discretization previ-
ously discussed was used for zone B, with the usual continuity of
ψ(z) and dψ(z)/dz at its two boundaries. A representative plot of
the electronic wavefunction of Cu for (100) copper as a function
of distance is shown in Fig. 3. This plot was obtained for a
normal electron energy Ez value of 7.5 eV with an external electric
field of 5 GV/m.

FIG. 1. The average planar potentials �V (z) obtained from DFT calculations for a
pure copper slab and a copper–oxygen–vacuum arrangement. The work func-
tion for the Cu–O system can be seen to be larger.
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Next, predictions of the current density with alterations at the
surface, such as the presence of an oxide overlayer, were considered
as a natural extension. This is germane and practical, since the elec-
trodes can easily be oxidized. The results for V(z) obtained from
DFT calculations for Cu (100), Cu (110), and Cu (111) surfaces
with an oxide are given in Figs. 4(a)–4(c), without (dashed lines,
Vo) and with (solid lines, VE) an external electric field. The adsorp-
tion sites for the [100] and [110] directions are similar in that for
both directions, the O atoms prefer to occupy the hollow site as
opposed to the top or a bridge site. However, for the [111] direc-
tion, the preferred position for the O atoms is in the octahedral
subsurface site between the first and second atomic layers.

The adsorption energy can be used to investigate the adsorp-
tion mechanism and energetics between an absorbate and a sub-
strate (bond strength). To better understand the stability and
formation of the oxygen ML for different surface orientations, we
calculated the adsorption energy. The adsorption energy (Ea) for
the surfaces are obtained using

Ea ¼ 1
N
(ECuO � ECu � NEO), (5)

where N is the number of O atoms in the unit cell, ECu is the
energy of Cu, ECuO is the energy of the CuO system, and EO is the
energy of a free oxygen atom. The calculated adsorption energies
include �4:30 eV , �4:63 eV , and �3:67 eV for the (100), (110),
and (111) surfaces, respectively. Interestingly, the work function,
which is the difference between the vacuum level (right side of
Fig. 4) and the Fermi level located at 0 eV, is higher with the oxide
than for pure copper. The electronegative nature of oxygen tends to
keep the electrons confined to the oxygen, making it more difficult
energetically to break free from the surface. This can be directly
observed from the adsorption energies of the different surfaces.
Increased difficulty in electron extraction and release into the
vacuum effectively translates into a higher work function value.

The corresponding transmission coefficient T(Ez) as a func-
tion of normal electron energy Ez was obtained next. The plot of T
(Ez) is given in Fig. 5 for six different cases. For this calculation, the
normal external electric field was set at 5 GV/m. Three plots are for

FIG. 2. Position dependent potentials V (z) at the copper–vacuum boundary for
crystalline copper without (dashed lines, Vo) and with (solid lines, VE) an exter-
nal electric field of 5 GV/m. Results are shown for the (a) (100) orientation, (b)
the (110) direction, and (c) crystalline copper in the (111) orientation.

FIG. 3. Plot of |ψ(z)|2 as a function of position for the electronic wavefunction of
(100) copper with an external field of 5 GV/m at the normal energy Ez of 7.5 eV.
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pure copper for the (100), (110), and (111) orientations, and three
other curves are with an oxide layer on the copper surface for the
same three orientations (denoted as 100o, 110o, and 111o). As
evident from the curves, the tunneling coefficient with the oxide

layer is smaller than that for pure copper for all three orientations.
This is qualitatively expected. With an additional oxide layer, the
transmission coefficient reduces as electrons coming from deep
inside the material onto the copper surface face an additional
reflective component at the copper–oxide interface. Any addi-
tional mismatch always tends to increase reflection and reduces
transmission.

The transmission coefficient obtained was applied for an eval-
uation of the current density (J) as a function of applied electric
field (F). The current density is related to T(Ez) and the Fermi dis-
tribution function f(E) as81

FIG. 4. Position dependent potential for copper with an oxide layer. Results
without (dashed lines, Vo) and with (solid lines, VE) an external electric field of
5 GV/m are shown for (a) copper along (100) with oxide, (b) copper material
along (110), and (c) copper with the (111) orientation.

FIG. 5. The transmission coefficient as a function of normal electron energy for
six different cases, with and without an oxide layer on the copper. The three
crystal orientations of (100), (110), and (111) were chosen. The curves for an
oxide layer on the copper surface for the same three orientations are denoted
as 100o, 110o, and 111o. The normal field was set at 5 GV/m.

FIG. 6. Electron emission current density (J) as a function of external electric
field (F) for Cu and Cu–O systems for three different crystal orientations. For
comparison, the current density from the usual Fowler–Nordheim model is also
shown.
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J ¼
ð ð ð

[2/(2π)3] d3k q vzT(Ez) f (E): (6)

For parabolic energy–wavevector relationships [�h2k2jj/(2m)
¼ Ejjand �h2k2z /(2m) ¼ Ez], the above equation (allowing only the
kz > 0 states and assuming a thermalized Fermi electron distribution
function) simplifies to

Jz ¼ [(qmkT)/(4π2�h3)]0

ð1
dEzT(Ez)ln[1þ exp((Ef –Ez)/(kT))]:

(7)

The results are shown in Fig. 6. As evident from the curves,
the current density with the oxide layer is smaller than that for

pure copper for all three orientations. This is qualitatively expected
since (i) with an additional oxide layer, the transmission coefficient
reduces as already shown as discussed. (ii) Second, the electronega-
tive nature of oxygen, which increases the work function, also leads
to reduced current emission. Furthermore, from Fig. 6, it is evident
that the electron emission current should be dependent on the
surface orientation. Initially, the electric field has little to no effect
on the emission current. However, at �6GV/m, the surface orien-
tation becomes a factor resulting in J111 , J110 , J100 as the DOS
broadening is different and pronounced. For comparison, the
current density from the simple Fowler–Nordheim (FN) model is
also shown in Fig. 6.

Figures 7(a) and 7(b) show the total density of states (TDOS)
for clean Cu and Cu–O surfaces for different orientations without
and with an external electric field, respectively. It is clear from
Fig. 7 that an applied E field causes a large delocalization and
broadening of the TDOS. This broadening is especially prevalent
near the Fermi level, indicating that the electrons are able to be
excited to the conduction band for all of the orientations. Similar
results are reported for studying the surface of a hybrid halide
perovskite material.82 It is important to mention that the broad-
ening does not only take place near the Fermi level but along the
entire spectrum as seen in Fig. 7(b), where the (111) and (110)
orientations show the largest and smallest broadening of states,
respectively. A shift of the density of states to lower energies
under an applied external field causes the (111) orientation to
have the smallest current with respect to the other orientations.
The trend of TDOS broadening directly affects the electron emis-
sion currents.

FIG. 7. Calculated total density of states without and with an electric field
E ¼ 6 GV/m. The Fermi level is located at 0 eV. (a) Cu (100), Cu (110), and
Cu (111) surfaces and (b) Cu–O (100), Cu–O (110), and Cu–O (111) surfaces.

FIG. 8. The charge-density distribution for Cu (top) and Cu–O (bottom) along
the [110] direction. Blue spheres are Cu, and gray spheres are O.
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It has been shown (Fig. 5) that the addition of an oxygen layer
significantly reduced the transmission coefficients for all of the ori-
entations. Studying the TDOS for Cu–O surfaces confirms that,
contrary to the clean surfaces, a similar external electric field has a
smaller effect on the emitted currents. The reason for this lies in
the bonding that occurs between the Cu and O. In order to better
understand the role of O in the broadening of the TDOS, we calcu-
lated the charge density of the (110) surface (as an example) with
and without the O layer as shown in Fig. 8. The application of an
external electric field causes a polarization of the electrons within
the Cu metal, but this effect is not as dominant in the case of the
Cu–O material. In Fig. 8 for the charge-density distribution, one
can see that the charge along the (110) surface significantly
increases when an O is added to the surface. This is evidence of
strong bonding between the Cu and O atoms. The Cu–O bonding
is able to withstand the effects that an external electric field may
exert on an oxygenless Cu metal because of its bond strength.
Thus, the electrons in the Cu (110) surface are allowed to polarize
in the presence of an external electric field, whereas for the Cu–O
(110) surface, the electrons would remain with the Cu–O bond
resulting in no change in the DOS and little electron emission
current. One can extend this to other orientations. Finally, it is
important to mention that the (111) Cu–O layer has slightly higher
density of states closer to the Fermi level, creating a higher emitted
current with respect to the other Cu–O surface orientations.

For completeness, the calculated and available experimental
work functions for clean Cu and Cu–O surfaces orientations are
given in Table I. For clean surfaces, the calculated work functions
are within 3.7% of experimental measurements. The addition of
oxygen is predicted to increase the work function significantly.
This large change of work function can be explained based on the
nature of the strong bond between Cu and O atoms as was dis-
cussed before.

IV. SUMMARIZING CONCLUSIONS

Field emission is an important process with applications toward
the development of bright electron sources for high-resolution elec-
tron microscopes, for charged particle generation from microwave
devices, lithography, electronic displays, and some medical therapeu-
tics. Quantitative predictions need to include details of the internal
potentials that shape the electronic wavefunctions (and hence the tun-
neling probability); details of work function barrier (ΦB) at the boun-
dary that is dependent on material quality and lattice structure
including possible defects; and values of the local density of states
(DOS) at the surface that influence the supply of electrons. Here,
these various factors were collectively included based on density

functional theory, to obtain quantitative predictions of field-
dependent electron tunneling current densities.

Results were obtained in copper oriented along three differ-
ent directions. The density of states (DOS) was predicted to be
broadened by an externally applied electric field. The (111) and
(110) orientations for copper showed the largest and smallest
broadening of states, respectively. The largest current density was
obtained for (100) copper, while the lowest was predicted for the
(111) orientation. In the presence of an oxide layer at the surface,
the work function increased significantly, leading to much smaller
emission currents. Such calculations will aid in the design assess-
ment of cathodes for high power microwave devices. The techni-
que present here is general and can be applied to other materials
such as carbon nanotubes or carbon fibers that have shown
promise as superior candidates for cathode emitters. For realistic
emitters having conical, ellipsoidal, spheroidal, or other shapes, a
three-dimensional analysis would be necessary with adequate
inclusion of lateral changes in the work function and screened
electric fields51,83,84 at the emitting tip. Although the role of
defects was not studied, this method could be used to analyze
systems containing vacancies and/or substitutional defects.
However, when defects are included in the present formulation, a
larger unit cell would be needed to avoid any inadvertent or artifi-
cial enhancements in the defect density.
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